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Soil microorganisms release extracellular enzymes into the soil matrix to access carbon (C) and nitrogen
(N) from soil organic matter (SOM). Temperature and pH are major factors governing the rates at which
these enzymes decay SOM, hence influencing the availability of C and N for microbial assimilation. As
temperature increases, the rate of decomposition is also expected to increase. Recent advances provide
estimates of intrinsic temperature sensitivities of key decay reactions at one, circum-neutral pH, but how
temperature sensitivity of enzymatic SOM degradation is influenced by pH remains unclear. Here we
expand on recent work by determining specific activities of C-acquiring (8-glucosidase; BGase) and C-
and N-acquiring (N-Acetyl-Glucosaminidase; NAGase) enzymes with purified, fluorescently labeled
organic substrate at temperatures from 5 to 25 °C (5 °C steps) and at pH values from 3.5 to 8.5 (1 pH unit
steps). Using specific activity data, we quantified temperature sensitivities of the reactions with esti-
mates of activation energy (E,) at each pH value. We then used E; estimates to compute temperature-
induced changes in the C:N flow ratio, which is defined as the ratio of enzymatic liberation rates of C
to N from the substrates. Across all temperatures, BGase activity was generally high in the pH range of 5.5
—38.5, while NAGase exhibited a relatively narrow optimum between pH 5.5—6.5. Temperature sensitivity
of BGase differed significantly among pH values; the strongest temperature responses were observed at
pH 4.5. NAGase, in contrast, did not exhibit any significant pH-dependent changes in temperature
sensitivity. The temperature increase from 5 to 25 °C induced changes in the C:N flow ratio, with di-
rection and magnitude strongly dependent on the pH. We observed a large, temperature-induced in-
crease in C:N flow ratio at pH 4.5 and decreases in C:N flow ratio at pH > 5.5 that were most pronounced
at pH 7.5. Our data show that pH can induce differential effects on reaction rates and temperature
sensitivity of organic C and N liberation, with consequences for changes in the relative availabilities of C
and N for microbial assimilation.
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1. Introduction as half the total biogenic CO, production (Schimel, 1995; Trumbore,

2006), much of which is produced by the activity of heterotrophic

The mean surface temperature of the Earth is projected to in-
crease by 0.3—4.8 °C during the 21st century, primarily due to the
increasing CO, concentration in the atmosphere (IPCC, 2013). Soil
respiration (total CO, efflux from soil surface) represents as much
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microorganisms (Hogberg et al., 2001). Rates of heterotrophic soil
respiration often increase with temperature (MacDonald et al.,
1995; Mikan et al., 2002; Fierer et al., 2006; Zhou et al., 2009),
generating a positive feedback to increasing concentrations of at-
mospheric CO,. However, variable, unexplained responses of het-
erotrophic soil respiration to temperature have been observed
across ecosystems (Zhou et al,, 2009; Suseela et al., 2012), high-
lighting our limited understanding of the drivers of this flux. Thus, a
more detailed knowledge of the mechanisms governing the
response of heterotrophic soil respiration to temperature is indis-
pensable for predicting the Earth's future atmospheric CO»
concentrations.
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Decomposition of SOM is a necessary precursor for sustaining
heterotrophic soil respiration. Soil microorganisms exude enzymes
into the soil matrix (extracellular enzymes) to cleave macromo-
lecular compounds into smaller, assimilable resources. The effects
of temperature on the rates of those enzymatic reactions, and ul-
timately heterotrophic soil CO; efflux, can be modeled using the
biochemical and thermodynamic foundation established by van't
Hoff and Arrhenius (van't Hoff, 1884; Arrhenius, 1889; Knorr et al.,
2005; Davidson and Janssens, 2006).

K=Aer (1)

The model describes how reaction rates (K) vary as a function of
temperature (7, in Kelvin) and is parameterized by the activation
energy (E;) required for the reaction to proceed, a pre-exponential
factor (A) which represents the likelihood that molecules collide in
the proper orientation, and R, the ideal gas constant.

When the reaction proceeds in unconstrained conditions, un-
limited by substrate, E, reflects the intrinsic temperature sensitivity
of the reaction. Relative increases in reaction rates with tempera-
ture are higher for reactions with higher E, than for reactions with
lower E,. However, myriad environmental factors, including
chemical (e.g., redox potential), physical (e.g., adsorption/desorp-
tion of extracellular enzymes and substrates on soil particles,
diffusion of extracellular enzymes), and microbial (e.g., biomass,
extracellular enzyme production) variables, can induce deviations
from the underlying van't Hoff—Arrhenius temperature sensitivity
of enzymatic decay in soils (Davidson et al., 2006; Conant et al.,
2011). To quantitatively determine the influence of such factors
on SOM decay, we must first measure intrinsic temperature sen-
sitivities (sensu van't Hoff—Arrhenius) for distinct enzyme-
substrate pairings as reference values.

An important edaphic variable that influences SOM decompo-
sition dynamics is the pH of the soil solution. Soil pH governs the
ionization of functional groups of organic molecules, the confor-
mation of substrates and enzymes, the degree to which extracel-
lular enzymes adsorb to soil particles, and the solubility of co-
factors essential for the enzymatic reactions (Tipton et al., 1979;
Frankenberger and Johanson, 1982; Tabatabai, 1994; Brady and
Weil, 2007). Significant temporal and spatial variation in pH
observed in the field (Zoltan, 2008) is linked to variations in
extracellular enzyme activities in diverse ecosystems (Sinsabaugh
et al,, 2008). Numerous studies have explored the influence of pH
on extracellular enzyme kinetics, but the pH effect is often deter-
mined at a single temperature, and temperature sensitivities typi-
cally are quantified at a single pH (Deng and Tabatabai, 1994;
Parham and Deng, 2000; Turner, 2010; Lehmeier et al., 2013). As
a result, it is unclear how pH influences extracellular enzyme ac-
tivities across a range of temperatures.

Changes in enzymatic activities in response to temperature and
pH may alter microbial resource availability and associated mi-
crobial feedbacks. Simulating the concurrent extracellular enzy-
matic degradation of cellulose (no N) and chitin (C:N of 8),
Lehmeier et al. (2013) demonstrated that changes in temperature
can affect relative rates of C and N liberation (termed the C:N flow
ratio, Billings and Ballantyne, 2013) solely through the different
temperature sensitivities of cellulose- and chitin-cleaving re-
actions. Because soil microorganisms experience stoichiometric
constraints (Sterner and Elser, 2002; Cleveland and Liptzin, 2007),
changing relative availability of C and N may directly affect mi-
crobial growth and respiration (Frey et al., 2004; Treseder, 2008;
Min et al,, 2011). Shifting relative availability of C and N may
prompt microbes to adjust relative production and exudation rates
of C- and N-acquiring extracellular enzymes to balance the
bioavailability of C and N (Billings and Ballantyne, 2013). Given the

roles of pH and temperature as fundamental determinants of re-
action rates, quantifying any interactive effects of pH and temper-
ature on extracellular enzyme activities is critical for predicting
microbial feedbacks to soil respiration across diverse ecosystems.
Here, we quantify the temperature sensitivity of enzyme-
catalyzed reactions using purified enzymes and organic sub-
strates analogous to cellulose and chitin across an ecologically
relevant pH range, from 3.5 to 8.5. We performed the experiments
at five distinct temperatures, from 5 to 25 °C with 5 °C steps, and
determined the temperature sensitivity of the reactions over this
temperature range. We then used estimates of temperature sensi-
tivity to assess how pH may likely influence the relative rates of C
and N liberation from cellulose and chitin decay as temperature
changes. We chose analog substrates for cellulose and chitin
because they are two of the most abundant and globally ubiquitous
substrates in soils and serve as important resources of C (cellulose)
and N and C (chitin) for microbes. Our approach enables us to
determine enzyme activity per unit enzyme mass with sufficient
single substrate, thereby elucidating intrinsic, temperature-
dependent changes in decay rates at a fundamental, biochemical
level, unfettered by other confounding factors present in soils.

2. Materials and methods

2.1. Measuring reaction rates using purified extracellular enzymes
and MUB-labeled substrates

We measured the specific activity of two pairs of extracellular
enzymes and corresponding substrates in buffer solution at tem-
peratures ranging from 5 to 25 °C (5 °C steps) and pH values from
3.5 to 8.5 (1 pH unit steps): BGase (EC 3.2.1.21; Megazyme, Ireland)
with 4-Methylumbelliferyl (-D-cellobioside (MUB-BG; Sigma-
—Aldrich, USA) and NAGase (EC 3.2.1.52; New England Biolabs, USA)
with 4-Methylumbelliferyl N-Acetyl-Glucosaminide (MUB-NAG;
Sigma—Aldrich, USA). When a MUB label is cleaved from a substrate
by the activity of the specific enzyme, it emits a fluorescence signal
upon excitation by light (Mead et al., 1955). Aliquots of crystalline
MUB-BG (273 uM), MUB-NAG (400 pM), and a MUB standard
(10 uM; Sigma—Aldrich, USA) were dissolved in deionized water.
Extracellular enzymes were dissolved in 0.2 M of sodium acetate
buffer adjusted to pH 3.5, 4.5, 5.5, 6.5, 7.5 or 8.5. The reported pH,
therefore, refers to the buffer pH instead of the pH of the final re-
action solution; the pH of the final reaction solution is, however,
close to the pH of the buffer, given that more than 80% of the so-
lution volume in each well was buffer and that the buffer itself
inherently minimizes changes in solution pH. The amount of BGase
and NAGase in one individual well of a 96-well plate was 0.024 and
0.16 units, respectively.

To perform each enzyme activity assay, we pipetted 50 pl of
dissolved substrates and 200 pl of enzyme solutions into 16 wells of
96-well black microplates (Costar®, USA). In each microplate,

Table 1

The mixture of the assay solutions. At each pH, three different controls (enzyme,
quench, and substrate) and MUB standard are assayed in the same plates for cor-
recting and calibrating the fluorescence signal in sample wells.

Category
Control  Enzyme 50 pl of 0.2 M NaAc Buffer + 200 pl of enzyme in buffer
Quench 50 pl of 10 uM MUB + 200 pl of enzyme in buffer
Substrate 50 pl of 273 pM MUB-BG or 400 puM MUB-NAG + 200 pl
of 0.2 M NaAc Buffer
Standard 50 pl of 10 uM MUB + 200 pl of 0.2 M NaAc Buffer
Sample 50 pl of 273 pM MUB-BG or 400 puM MUB-NAG + 200 pl

of enzyme in buffer
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designated wells were filled with 250 ul of three different controls
(enzyme, quench, and substrate control) as well as MUB standard
(Table 1). After pipetting, we transferred each plate to a Synergy™
HT microplate reader (BioTek Instruments, Inc., USA) and recorded
the evolution of fluorescence every minute for the BGase/MUB-BG
(Fig. 1a). Because NAGase/MUB-NAG reactions generally proceed
more slowly than BGase/MUB-BG reactions, MUB fluorescence
generation by NAGase was recorded every two minutes instead of
every minute. Fluorescence was measured for sufficient duration to
quantify the initial linear increase in total fluorescence (i.e. the
accumulation of MUB upon enzymatic cleavage), which then
served to calculate specific enzyme activity rates.

Fluorescence of MUB-labeled substrate (substrate control) as
well as of MUB standard can be influenced by solution age (the time
since dissolving MUB-labeled substrate or MUB standard in
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Fig. 1. Two examples of fluorescent MUB generation over incubation time as a result of
BGase/MUB-BG reactions at pH 6.5 at either 25 °C (a) or 10 °C (b). Linear regression
lines were fitted to the initial linear stage of MUB accumulation to derive BGase-
mediated MUB release from MUB-BG in nmol h~'. While the data points in (a) are
from one 96-well plate, a total of four identical plates were alternated in (b) during the
incubation period to represent one replicate (see Section 2.2 for a detailed description;
Circle, plate 1; square, plate 2; triangle, plate 3; diamond, plate 4).

deionized water) and by the buffer pH in the reaction solution
(Niemi and Vepsalainen, 2005; DeForest, 2009). To account for this,
we generated fresh substrate control for every experiment, mixed
the control with buffer at the same pH value as buffer used in the
respective enzyme/substrate reactions, and determined the fluo-
rescence exhibited by these solutions. Measuring the fluorescence
of substrate control permitted us to correct enzymatic reactions for
any fluorescence generated by phenomena other than the enzyme-
specific MUB release (Table 1). After correcting reaction fluores-
cence with control values, the measurements of the fresh MUB
standard were used to calibrate fluorescence of reactions to obtain
the molar amounts of MUB-labeled substrate cleaved by the en-
zymes per unit time (DeForest, 2009).

2.2. Controlling reaction temperatures

Because the microplate reader cannot reduce the plate tem-
perature below ambient temperature, we performed measure-
ments at 20 °C and below differently from those at 25 °C. For assays
at 25 °C, one plate at each pH was placed in the microplate reader.
Using a default kinetic measurement mode, we recorded the
accumulated fluorescence until we observed no more increase in
fluorescence with time (Fig. 1a). For BGase/MUB-BG, the reaction
temperature was 25 °C during the assay. The actual reaction tem-
perature for the NAGase/MUB-NAG reaction was 26 °C.

For lower temperatures (5, 10, 15, and 20 °C), we modified
protocols from Lehmeier et al. (2013). First, all the solutions,
microplates, and pipettes were kept in an incubator (VWR low
temperature incubator, USA) at the desired temperature. We
pipetted the solutions in the designated wells of two identical
microplates (see Section 2.1; Table 1), put one in the incubator,
measured the fluorescence of the other plate immediately, and put
this plate back into the incubator. This measurement represents tO
(Fig. 1b). For BGase/MUB-BG reactions, one minute after the solu-
tions had been pipetted into the two microplates, the second
incubating plate was measured (t1) and returned to the incubator.
We continued alternating two plates to ensure that no reaction
temperature was higher than that intended due to excessive time
outside of the incubator. Thus, plate 1 was measured at t0, t4, t8,
and t12 (i.e,, 0, 4, 8, and 12 min after the solutions were pipetted
into the plate), and plate 2 at t1, t5, t9 and t13. After the mea-
surements of the first two plates, the solutions were pipetted into
the other two plates and they were measured in the same, alter-
nating way, with plate 3 measured at t2, t6, t10 and t14 and plate 4
at t3, t7, t11 and t15. For NAGase/MUB-NAG reactions, we followed a
similar protocol except we conducted the measurements at two-
minute intervals, as this was better suited for documenting the
initial linear phase of fluorescence evolution with time for this
reaction. Thus, for each BGase/MUB-BG and NAGase/MUB-NAG
reaction, four microplates were used to generate one time course
at temperatures of 10, 15, and 20 °C at each pH, and were treated as
one replicate (Fig. 1b). For the reactions at 5 °C, we expanded this
method and used eight microplates, instead of four, each measured
only two times. High R? of the initial linear phase of fluorescence
accumulation across all the individual plates for one replicate time
course demonstrates the suitability of this protocol.

2.3. Calculating specific enzyme activities

All enzyme assays across the whole range of pH and tempera-
ture presented in this study were performed with the same con-
centrations of substrates in the reaction wells: 273 uM MUB-BG and
400 UM MUB-NAG (Table 1). Preliminary experiments conducted at
pH 6.5 and 25 °C for MUB-BG and pH 5.5 and 26 °C for MUB-NAG
demonstrated that these concentrations were sufficient to
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saturate enzymes in these conditions (data not shown). We
assumed that saturation concentrations are not higher at lower
temperatures (Somero, 2004; Wallenstein et al, 2010), an
assumption supported by the enzyme activity data (Fig. 2).

Our calculations of enzymatic reaction rates follow DeForest
(2009), but because we knew the amount of enzyme present in
one well, we were able to obtain specific enzyme activity per unit
enzyme mass. We equate specific enzyme activities for BGase and
NAGase with intrinsic specific enzyme activities at any given tem-
perature and pH, given the absence of confounding factors often
present in soil matrices such as substrate limitation or protection
from decay (Davidson et al., 2006; Conant et al., 2011).

2.4. Statistical analysis and estimating intrinsic temperature
sensitivities of reactions

After log-transformation of specific enzyme activities to meet
the assumptions of normality and equal variance, we determined
the effects of temperature and pH on In (specific enzyme activity)
for each enzyme using two-way ANOVA. For each enzyme, we first
fit a full model that included the interaction between temperature
and pH, and then we used the Akaike Information Criterion (AIC) to
select the most parsimonious model, which guided our compari-
sons of specific activity across pH and temperature. We employed
Bonferroni-corrected p-values to conduct post-hoc, multiple com-
parisons of specific enzyme activities.

To assess the influence of pH on the relative temperature
sensitivity of enzymatic reactions, i.e. E;, we fit linear models with
Arrhenius transformed specific activity (In (specific enzyme activ-
ity)*R, see Eq. (1)) as the response, pH and enzyme type as cate-
gorical predictors, and 1/T (in Kelvin) as a covariate. Using the
Arrhenius transformation as the response is standard practice
when estimating E; because slope estimates are identical to esti-
mates of E,. As for the analysis of specific enzyme activities, we first
fit a full model and subsequently performed model selection using
AIC to arrive at a reduced model, but our main interest was a direct
comparison of Eg estimates across pH and enzyme type. Because we
had priori knowledge of specific tests of ecological interest — that E,
values differ across pH for each enzyme and that E, values differ
between enzymes at each pH value -, we used pre-specified linear
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contrasts (Christensen, 1996). We tested for pairwise differences
between slopes (E;) for each enzyme separately (each pH value
generated a different slope estimate for each enzyme) and test for
slope (Eg) differences between BGase and NAGase at each pH. These
comparisons were made using single-step adjusted p-values to
adjust for experiment-wide Type I error. All statistical analyses
were performed using R v. 2.12.2 (R Core Team 2013) and SPSS (IBM
SPSS Statistics ver.20), and results were considered significant
when p < 0.05.

2.5. Computing the C:N flow ratio of liberated resources

For the substrates used in this study, the C:N flow ratio (Billings
and Ballantyne, 2013) describes the relative release rates of Cand N
atoms upon enzymatic cleavage of the MUB-labeled substrates. As
MUB-BG and MUB-NAG serve as proxies for cellulose (polymer of
glucose) and chitin (polymer of NAG), respectively, the BGase-
catalyzed liberation of one MUB molecule from MUB-BG is com-
parable to the release of one glucose molecule from cellulose
(Sinsabaugh et al., 2008; German et al., 2012). Analogously, the
NAGase-catalyzed MUB liberation from MUB-NAG is comparable to
the release of one NAG molecule from chitin (Sinsabaugh et al,,
2008; DeForest, 2009; German et al., 2012). Because the same
MUB fluorophore is liberated from both substrates, units of fluo-
rescence can be directly converted into numbers of C and N atoms
liberated (Lehmeier et al., 2013); glucose liberation generates 6
assimilable C atoms and no N, and NAG liberation generates 8C
atoms and 1 N atom. Thus, the C:N flow ratio from simultaneous
decay of MUB-BG and MUB-NAG can be calculated as

dC  Agg -ew

dN ~ Anag o8

(2)

where Eggg, Agc, Eanac, and Anag are estimated using the general
linear model with Arrhenius transformed activity as a function of 1/
T and pH for the BGase/MUB-BG and the NAGase/MUB-NAG re-
actions, respectively (Lehmeier et al., 2013; see Section 2.4). We
used estimates of E4, which specify relative temperature sensitivity
of enzymatic MUB-BG and MUB-NAG decay across the temperature
range studied here, to compute the C:N flow ratio across the
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Fig. 2. Specific activities of (a) BGase and (b) NAGase (umol h~' enzyme mg") at different temperatures as a function of pH. Error bars represent +1 standard error (n = 4—8 for
BGase/MUB-BG and n = 3—4 for NAGase/MUB-NAG). Results from two-way ANOVA with temperature and pH as independent variables are included in each panel. Multiple
comparisons were made across temperature within pH values, lower case letters, and across pH for particular temperature, upper case letters. We used Bonferroni corrected p-
values to determine statistically significant comparisons at p < 0.05 level. Note that indicators of statistical significance reflect analyses performed using log-transformed specific

activities to satisfy the assumptions of normality and equal variance.
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specified pH range. A C:N flow ratio was considered significantly
different from one if E; of both reactions, at the same pH value,
were significantly different from each other at the p < 0.05 level.

3. Results
3.1. Effects of temperature and pH on specific enzyme activities

We observed significant effects of temperature (p < 0.001) and
pH (p < 0.001) for both log-transformed specific activities of BGase
and log-transformed specific activities of NAGase, but a significant
interaction (p < 0.001) only for BGase. Within each temperature,
log-transformed specific activities of BGase were higher at pH
5.5—8.5 than those at 4.5 (see upper case letters in Fig. 2a). At a
given pH, temperature-induced increases in log-transformed spe-
cific BGase activities varied across pH value (see lower case letters
in Fig. 2a). Within each temperature, NAGase activity was highest at
pH 5.5 and 6.5, indicating a well-defined, optimal pH for this re-
action (see Fig. 2b).

3.2. Temperature sensitivity of reactions

In this study, temperature sensitivities were defined by E; (see
Eq. (1)), which was computed using the entire temperature range of
5—25 °C, and dictates how changes in temperature over this range,
alter rates of reaction. The E; of the BGase/MUB-BG reactions was
significantly influenced by pH (Fig. 3a, Table 2, and Supplementary
Table 1). The E; of BGase was highest at pH 4.5 and was significantly
different from E, values at all other pH values. The second highest
E, of BGase occurred at pH 5.5, which was significantly greater than
the E; at pH 7.5. In contrast, none of the E,; values computed for
NAGase/MUB-NAG reactions were significantly different from each
other among pH values (Fig. 3b, Table 2, and Supplementary
Table 1). This is reflected in the near parallel slopes (E;) of log-

Table 2

Activation energies (E,; in k] mol~!) of BGase/MUB-BG and NAGase/MUB-NAG re-
actions, estimated using slopes in Fig. 3. Using pre-specified linear contrasts, we
tested for differences among E, across pH and enzyme at the p < 0.05 level (see
Section 2.4). Different upper case letters denote significant differences in E, across
pH values for a given enzyme (comparing slopes within one of the panels in Fig. 3);
different lower case letters denote significant differences in E, between two en-
zymes at a given pH (comparing slopes across panels for a given pH in Fig. 3).

35 4.5 5.5 6.5 7.5 8.5

BGase/MUB-BG

Eq NA 65.1 37.2 28.0 169 22.2

Significance A a B, a BC, a Ca BC, a
NAGase/MUB-NAG

E, NA 28.9 394 36.7 452 334

Significance Ab A a A a Ab A a

NA, not applicable.

3.3. Estimated C:N flow ratio

Solution pH affected the C:N flow ratio resulting from the BGase/
MUB-BG and NAGase/MUB-NAG reactions. Across the temperatures
and pH values tested, the C:N flow ratio was lowest at pH 4.5 and
5 °C (~10:1), and exhibited a maximum value of approximately
~40:1 at pH 6.5 and 5 °C (Table 3). Except at pH 5.5, where the C:N
flow ratio was approximately 30:1 regardless of temperature,
temperature changes induced variability in the C:N flow ratio
(Table 3 and Fig. 4). At pH 4.5, the C:N flow ratio significantly

Table 3

Estimated C:N flow ratios in simultaneously proceeding BGase/MUB-BG and
NAGase/MUB-NAG reactions at each temperature and pH. By definition, the C:N flow
ratio is the ratio of C to N atoms liberated upon substrate decay (see Section 2.5).
Highlighted columns represent C:N flow ratios when E, values of BGase/MUB-BG
and NAGase/MUB-NAG reactions at the same pH were significantly different from
each other at the p < 0.05 level (see Table 2).

Temperature (°C) pH3.5 pH45 pH55 pH65 PpH75 PpHS8S
transformed specific activities of NAGase (Fig. 3b).
150 ob d sienificantlv hicher E. of BGase compared to 5 NA 9.6 293 413 38.5 28.9
We also observe significantly higher Eq o ase compar 10 NA 29 29.4 392 342 26.7
NAGase at pH 4.5, and significantly lower E, of BGase compared to 15 NA 104 294 37.3 30.7 248
NAGase at pH 7.5 (Table 2 and Supplementary Table 1). Apparent 20 NA 10.9 29.5 35.5 27.7 232
differences in E, between BGase and NAGase at pH of 5.5, 6.5 and 25 NA 11.6 29.6 339 252 217
8.5, although often pronounced, were not statistically significant. NA, not available.
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Fig. 3. Temperature sensitivities (Eq) of (a) BGase/MUB-BG and (b) NAGase/MUB-NAG reactions. To assess E, of the reactions as detailed in Eq. (1), we plot In-transformed specific
enzyme activities against 1/temperature (in K). The slopes of the linear regressions are considered equivalent to the E, of each relevant reaction; the intercepts are values for In (A)
(see Eq. (1)). In (a), the slope of the solid line (pH 4.5; E, = 65.1 k] mol~!) is significantly higher than those of broken lines (see Table 2 and Supplementary Table 1 for more
information). Among broken lines, the slope of the dash—dot line (—-—, pH 5.5; E, = 37.2 k] mol ') is significantly greater than the dash—dash line (——, pH 7.5; E, = 16.9 k] mol~;
p = 0.028). The slopes of NAGase/MUB-NAG reactions in (b) were not significantly different across pH values.
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Fig. 4. C:N flow ratio of resources liberated during BGase/MUB-BG and NAGase/NAG
reactions proceeding at 10, 15, 20, and 25 °C relative to that at 5 °C at specified pH
values. This normalization represents how the relative amount of C and N potentially
assimilable to microbes during decay changes as temperature increases from 5 °C. See
Section 2.5 for a complete description of C:N flow ratio. Asterisks at pH 4.5 and 7.5
denote statistically significant changes in the C:N flow ratio as temperature increases
from 5 to 25 °C, as determined by significantly different E, values of both reactions at
the same pH (p < 0.05).

increased by 21% when temperature increased from 5 to 25 °C
(p < 0.05 for the linear contrast comparing Eggg and Eqnac; Fig. 4). In
contrast, the C:N flow ratio decreased with temperature above pH
5.5, and exhibited a significant decline with increasing temperature
from 5 to 25 °C at pH 7.5 (as determined by p < 0.05 for the linear
contrast comparing Eggg and Egnag; Fig. 4). At pH 6.5 and 8.5, the
temperature-related decreases in the C:N flow ratio were not sta-
tistically significant despite their large magnitude.

4. Discussion

In this study, we quantified specific activities of two extracel-
lular enzyme/substrate reactions representative of microbially-
mediated decay of two important SOM compounds, cellulose and
chitin, and estimated the intrinsic temperature sensitivity of these
reactions. We assessed how the temperature responses of these
reactions are influenced by the pH in the reaction medium, over the
naturally occurring range of soil pH. As a result, we generated
baseline values of intrinsic sensitivities of BGase and NAGase re-
actions to which measurements of apparent temperature sensi-
tivities of cellulose and chitin decay in soils can be compared
quantitatively. Thus, our work provides a means of estimating the
contribution of potentially changing chemical, physical, and mi-
crobial variables with temperature to observed temperature re-
sponses of cellulose and chitin decomposition and microbial CO,
efflux from soils.

4.1. Specific enzyme activities of BGase and NAGase

Robust activity of BGase in variable environments (Fig. 2a) is
consistent with the pivotal role it plays for microbial C metabolism
in cleaving a disaccharide into two hexoses. Because glucose pro-
motes the highest yield of adenosine triphosphate and dry cell

mass per molecule consumed compared to other simple C-con-
taining compounds (Bauchop and Elsden, 1960), producing BGase
that remains viable across a wide range of environmental condi-
tions may be an important feature for some microbial decompo-
sition strategies. This is consistent with BGase activity remaining
relatively constant in environmental samples across seasons with
wide pH and temperature ranges (Rastin et al., 1988; Bandick and
Dick, 1999; Bell and Henry, 2011), apparently regardless of cellu-
lose content in soils (German et al., 2011).

In contrast, NAGase activity declined as reaction conditions
deviated from pH 5.5—6.5, at all temperatures (Fig. 2b). We know of
no study reporting on the stability of NAGase across soils of
different pH and temperature; further study is necessary to clarify
why pH 5.5—6.5 represents an apparently optimum range for
NAGase activity. However, the lower estimates of intrinsic NAGase
activity relative to BGase activity reported here and elsewhere
(Lehmeier et al., 2013) are not surprising, given the more critical
role of BGase to central metabolism. Carbon derived from any NAG
taken up by a cell must eventually be transformed to glucose
intracellularly for its use in glycolysis or the tricarboxylic acid or
pentose phosphate cycles, increasing the metabolic cost of its use.
Nitrogen derived from NAG cleavage can be an important source of
microbial N (Sinsabaugh et al., 2008), but N can also be obtained via
uptake of amino acids, inorganic N, or nitrogenous monomers
released via other decay reactions (Lipson and Monson, 1998;
Nordin et al., 2004; Schimel and Bennett, 2004; Tiemann and
Billings, 2012).

4.2. Effects of pH on the intrinsic temperature sensitivity

Variations of temperature sensitivities (E;) of BGase and NAGase
across pH highlight how soil pH may influence SOM decay dy-
namics in different ecosystems. For example, despite an apparently
narrow optimum at pH 5.5-6.5 (Fig. 2b), the NAGase/MUB-NAG
reaction did not exhibit significantly varying temperature sensi-
tivity across the wide range of pH values studied here (similar
slopes in Fig. 3b). This suggests that temperature exerts a relatively
similar, positive influence on chitin decay in soils regardless of soil
pH. Thus, all else being equal, we might predict that NAGase activity
in forest and grassland soils, which typically have a pH between 4.5
and 6.5 (IGBP-DIS, 1998), may experience the same degree of
stimulation with increasing temperature as NAGase in desert soils,
which typically have a more alkaline pH (IGBP-DIS, 1998).

In contrast, the significant influence of pH on BGase tempera-
ture sensitivity, as defined by E,;, suggests that ecosystems with
different soil pH may experience relatively distinct changes in the
rate of BGase-mediated cellulose decay in response to temperature.
For example, the lower E, of BGase at pH 6.5, 7.5, and 8.5 compared
to other pH values (Table 2 and Supplementary Table 1) and the
relatively high specific activities of BGase at those pH values
(Fig. 2a) may have important implications for SOM dynamics in
relatively alkaline desert soils. The data suggest that BGase exuded
by microbial communities in alkaline desert soils may exhibit a
relatively large fraction of its maximum potential activity even with
declines in temperature from relatively high day-time maximums
(Whitford, 2002). Traditionally, relatively low accumulation of SOM
in deserts is explained by low net primary production. Recently,
Stursova and Sinsabaugh (2008) argued that thermally stable
oxidative enzymes, along with their apparently high optimal pH,
may promote SOM decomposition in desert soils. Here, our finding
suggests that the maintenance of BGase activity in alkaline condi-
tions (Fig. 2a) across a large gradient of temperature may also limit
SOM accumulation in those soils. Furthermore, the relative tem-
perature sensitivity of BGase/MUB-BG reactions at pH 4.5 was
higher than those at all other pH values (Fig. 3a, Table 2, and
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Supplementary Table 1). This suggests that in many of the world's
forest soils, which tend to exhibit relatively low pH values, BGase-
driven cellulose decay exhibits greater relative temperature sensi-
tivity than that in more alkaline soils. Given the approximately
341 Pg C residing in such soils (estimated from Batjes, 2012), our
work underscores the relative vulnerability of SOC stocks residing
in soils with pH of ~4.5 and subjected to decay via BGase.

4.3. Linking temperature and pH to microbially available C and N

Differential effects of pH on the temperature sensitivity of C-
and N-acquiring enzymes' reactions have ecological implications
for soil microbe resource availability. The C:N flow ratio provides
insight into how resources assimilable to microbial communities
change with temperature and pH. This concept assumes that all of
the C and N atoms liberated during the simulated MUB-BG and
MUB-NAG decay, our proxies for cellulose and chitin decay in soils,
are readily available for microbial assimilation. As such, changes in
the C:N flow ratio may prompt soil microbes to alter their resource
investment in extracellular enzymes, in an effort to balance Cand N
demand with changing relative availability of these elements in the
environment. Our study design precludes us from discerning
temperature-related changes in microbial biomass or composition,
substrate targets, concentration of isozymes of extracellular en-
zymes at different pH values, or temperature sensitivity of enzymes
other than BGase and NAGase. Instead, this study illuminates how
two ecologically relevant extracellular enzymes may function in
different chemical environments post microbial exudation.

We observed variable patterns of C:N flow ratio in response to
temperature from 5 to 25 °C across pH values (Table 3 and Fig. 4),
largely driven by significant differences in the temperature sensi-
tivity of BGase among pH values. The significant increase in C:N
flow ratio at pH 4.5 with increasing temperature implies that C
becomes relatively more available than N as temperature increases.
Across the world, highly acidic soil (<pH 4.5) is usually found in
tundra systems, boreal forests, high-latitude peatlands, tropical
forests, and tropical peatlands (FAO, 2013). Among these biomes,
those at high-latitude are expected to experience substantially
greater SOM decay in the future, relative to systems at lower lati-
tudes, due to the magnitude of warming projected in this region
(IPCC, 2013) and BGase adapted to cold temperatures (German
et al.,, 2012). Here, we propose another explanation for why these
acidic ecosystems are highly likely to undergo significant SOM
decay as temperature increases: at pH of 4.5, preferentially stimu-
lated BGase activity with temperature, relative to NAGase, could
result in increasing C:N flow ratio. All else being equal, an increase
in C availability tends to promote declines in microbial C use effi-
ciency, enhancing relatively high respiratory C losses (del Giorgio
and Cole, 1998; Manzoni et al., 2012). This argument is supported,
indirectly, by studies reporting higher temperature sensitivity of C
mineralization compared to N mineralization in alpine soil slurries
at pHc,q, 0f 3.9—4.3 and tussock tundra soil slurries at pH 4.9 (Koch
et al., 2007; Wallenstein et al., 2009).

For pH values higher than 4.5, we observed both qualitative and
quantitative shifts in the C:N flow ratio. At pH 5.5, the C:N flow ratio
exhibited no significant change with temperature (Table 3; Fig. 4),
consistent with reports of unvarying C:N mineralization with
temperature in incubated soils at pH 5.9 (Nadelhoffer et al., 1991)
and similar Q¢ values of BGase and NAGase reactions at pH 5.8
(German et al., 2012). At pH 7.5, C:N flow ratios decreased signifi-
cantly with temperature, with similar, but non-significant trends
also evident at pH 6.5 and 8.5. These data are consistent with
Lehmeier et al. (2013), who demonstrated a decreasing C:N flow
ratio from 41 to 34 at pH 6.5 as temperature increased from 7 to
25 °C. Our results also are congruent with studies of arctic soils at

pH of 6.1-7.0, in which the ratio of C:N mineralization declined
with increasing temperature (Nadelhoffer et al.,, 1991). Analogous
with potentially increasing C losses with temperature increases at
pH 4.5, observations in relatively alkaline conditions highlight the
potential for enhanced N loss in soils with higher pH as tempera-
ture increases. As N availability increases to a greater extent than C
availability, losses may occur via ammonia volatilization and
leaching of dissolved organic N (Aber et al., 1995; Bussink and
Oenema, 1998).

5. Conclusions

By quantifying intrinsic temperature sensitivities of BGase/
MUB-BG and NAGase/MUB-NAG reactions at multiple pH values,
we provide the baseline values describing how liberation rates of C
and N from cellulose and chitin in different soils will respond to
changing environments. We thus provide a point of comparison for
inferring the drivers of apparent temperature sensitivities of decay,
and the flows of C and N emanating from them. Our work dem-
onstrates that pH can exert differential influences on the temper-
ature sensitivities of BGase and NAGase. As a result, relative flows of
assimilable C and N during cellulose and chitin decay may vary with
pH as temperature changes. Although we do not know how C- and
N-acquiring enzymes other than BGase and NAGase will influence
relative C and N availability with changing temperature and pH, our
study demonstrates that disparate responses of BGase and NAGase
to pH and temperature dictate fluctuations in the relative avail-
abilities of essential microbial resources, presenting a temperature-
driven feedback to which microorganisms may respond by altering
their decomposition strategies.
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